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Dear Manel and Jel, please accept my warmest congratulations on this prize.

SJIAOS: As a starter for this interview, can you tell us why you chose to join Statistics Netherlands?  

Manel: When I joined Statistics Netherlands (CBS), I was particularly interested in working on synthetic data and privacy protection, as CBS has numerous use cases and places a strong emphasis on privacy. Over time, I realized that my decision to work at CBS was indeed the right one, as it aligns with my passion for serving society/the public good directly or indirectly.

Jel:  I chose to join Statistics Netherlands because they offered a position that perfectly aligned with my interests and expertise. They were looking for someone to conduct research into automated output checking and to develop tools to facilitate this process. What excited me most was the opportunity to create solutions that would significantly assist employees in checking outputs. I was particularly motivated by the potential to streamline the output checking process, enabling researchers to conduct their work more efficiently and with a reduced risk of exposing sensitive information. The combination of innovation and practical application was a perfect fit for my professional aspirations.


SJIAOS: Your prize-winning manuscript is on From COACH to COACH+: Automating Output Checking with Human-in-the-Loop. Can you tell us a bit more about the contents and the motivation for your research?

Manel: COACH stands for COmputer-Assisted Output CHecking. Its goal is to assist human checkers in assessing whether an output, such as a document, table, or plot, is safe to be released. The safety of an output pertains to whether it contains confidential or sensitive information that could be misused. Traditionally, this task is performed manually at CBS by human checkers based on 14 rules of thumb.

In our proof-of-concept work, we propose automating this process with two solutions. First, AOCH, which stands for Automating Output Checking, implements the 14 rules of thumb to check table-based outputs. Second, COACH+ takes a different approach by using multi-model learning. Instead of encoding the rules of thumb, it employs two machine learning (ML) algorithms to predict if an output is safe or unsafe: one ML model is trained on tabular data, and the other is trained on image data.

Additionally, we involve human checkers in the prediction process, a method called human-in-the-loop. Human feedback helps guide and refine the ML models, improving their accuracy and reliability. 

Jel: In our manuscript, we explored ways to enhance the traditional output checking process at Statistics Netherlands by integrating automated solutions. Specifically, I focused on developing the Automated Output Checking (AOCH) tool, a desktop application designed to perform data validation according to predefined rules of thumb. This tool helps users quickly identify potentially privacy-revealing information in their data outputs.

AOCH was developed with the user in mind, involving human checkers extensively throughout the development process. This iterative approach of development allowed us to create an intuitive tool with significant flexibility and transparency. Additionally, AOCH served as a baseline for comparing the novel advancements introduced by the COACH+ tool.



SJIAOS: You write that output checking is the process of checking the disclosure risk of research results. What kind of results are you referring to?

Manel and Jel: The term "research results" refers to outputs that contain information or knowledge extracted from input data, i.e., private microdata. These outputs can take various forms, including: tables with aggregated statistics, such as frequency counts, magnitude tables, and percentiles, means etc.; regression analysis coefficients, that is results from statistical models, figures, including histograms, maps, and other visual representations; text files, which may include summaries, interpretations, or detailed descriptions of the analysis.

To explain the process, consider an output as a folder containing mixed files, such as Excel files for tables and PNG or JPEG files for figures. We upload the folder to COACH, which then processes the Excel files using the tabular data ML model and the PNG or JPEG files using the image-based ML model. This allows us to apply predictions to any output, regardless of its type and whether it is internal or external.


SJIAOS: It is a bit difficult for the layman to fully understand how your Output Checking with Human-in-the-Loop works. Could you give us an example of how it could be used for a specific figure in practice, and what would be the disclosure risk? 

Manel and Jel: To give an example, suppose that a histogram shows income levels in very fine detail, and there is a bar representing one very high (or very low)-income individual. This could be a disclosure risk because someone familiar with the region might be able to identify this individual. The ML model might flag this as a potential risk, and the human checker would confirm it. Together, they might decide to aggregate the income levels into broader categories to prevent identification. In this way, COACH ensures that even complex outputs like figures and plots are thoroughly checked for disclosure risks, combining the efficiency of ML models with the critical insights of human checkers


SJIAOS: What were the main challenges you experienced in doing this research? 

Manel and Jel: The most considerable challenge we faced when building COACH was dealing with the unstructured nature of the input data. The lack of a consistent structure made it difficult for our models to accurately interpret and process the data. The complexity of image files made it challenging for the ML model to distinguish between the different axes within a single figure. These challenges point to the importance of quality data for achieving accurate predictions. 


SJIAOS: How were you informed about the YSP prize and what finally stimulated you to write the paper? 

Manel: I had a meeting with Peter-Paul de Wolf where I expressed my interest in joining the competition. At that time, I was working on two separate projects: (1) synthetic data and its connection to privacy, and (2) automating output checking with human-in-the-loop. We both decided to go with the second project, COACH, as it was a novel idea and synthetic data had previously won the first prize by Statistics Canada. Also, I strongly believed in the potential of COACH as an idea, method, and application. Additionally, I am usually drawn to challenges, and this opportunity was a perfect fit for my interests.
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SJIAOS: Did you experience good coaching and support from your team and management?

Manel: I was part of the Methodology team at Statistics Netherlands. Throughout the project, I collaborated closely with my co-author Jel, who was from Microdata Services and focused on implementing AOCH (hard-coding the 14 rules of thumb). Initially, we engaged with colleagues from Microdata Services, who provided invaluable assistance in familiarizing us with the topic and various types of outputs.

Within the Methodology group, I also worked closely with our co-author Peter-Paul, with whom I regularly brainstormed and discussed design choices across different stages of creation, training, and testing of the machine learning algorithms.

For the human-in-the-loop component, I held intensive meetings with Jel, who manually assessed outputs while I uploaded them to COACH. We compared COACH's decisions with Jel's assessments. If there were discrepancies, I delved deeper into Jel's reasoning and captured his feedback. This feedback was then integrated into COACH, enriching the training data for future predictions. 

For the implementation of the COACH front and back end, I received valuable assistance from my sister Malek Slokom, an engineering student.


SJIAOS: What is the role of the Division Data services, Research and Innovation in Statistics Netherlands to which you both belonged when preparing your submission? and how does your work fit with its research programme? 

Manel and Jel: Our divisions were supportive and open to innovative projects and ideas. As previously mentioned, our focus with COACH is in the proof-of-concept stage. This phase involves internal exploration and validation, and the tool has not yet been published or officially deployed for operational use. This allows us to refine and optimize COACH based on feedback and testing before wider implementation. Both the COACH project and the synthetic data initiatives are integral parts of the research program at Statistics Netherlands. These projects are recognized for their innovative approaches to addressing challenges in data confidentiality and output checking with human feedback. 


SJIAOS: Machine Learning is fast developing into an important tool for official statistics. How do you personally and in general how in Statistics Netherlands is ML used to support the production of official statistics of Statistics Netherlands?

Manel and Jel: The field of Machine learning, trustworthy machine learning and official statistics are rapidly growing. There is a clear need for official statistics to invest more in the use of machine learning technologies. This encompasses not only traditional machine learning methods but also explores the potential of Generative AI, Large Language Models, and other advanced techniques.

However, our stance leans towards a cautious and careful adoption of these technologies. It's essential that we do not merely apply ML models without meticulous consideration of crucial factors such as input data quality, algorithmic transparency, expected outcomes, decision-making rationale, model explainability, and overall model transparency. These elements collectively contribute to ensuring trustworthy machine learning practices.

This being said, let’s recall how historically, we have seen how society initially resisted technology and computers, only to gradually accept them with prudent measures in place. Similarly, we are now navigating a comparable phase with advancements in Artificial Intelligence and Machine Learning. It's imperative that we embrace technological progress while maintaining a responsible and ethical approach. Ultimately, humans should always remain at the forefront of any technology, ensuring that it serves society's best interests.
 

SJIAOS: What do you see as the most challenging features of Machine Learning?

Manel and Jel: While every step of the machine learning process is important, two components stand out as key to the success of a machine learning model. First and foremost is the input data. Rather than focusing solely on quantity, the emphasis should be on quality data. This includes thorough exploratory data analysis and effective feature engineering to ensure the data is robust and relevant.

Secondly, rigorous evaluation of the ML output is crucial. This includes selecting appropriate metrics to accurately evaluate the performance of the trained model. This evaluation process is key to determining whether the model is ready for deployment into production environments.

The winning manuscript will be published in SJIAOS Vol 40/4 (December 2024). 
 
Thank you for this interview and best wishes for a successful career. 
Interview conducted by Jean-Pierre Cling in July 2024
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